
AI applications have been built, deployed and used for industrial and government purposes for many 
years. The experiences have been documented in IAAI conference proceedings since 1989. Over that 
period, the breadth of applications has expanded many times over. The diversity of technical 
approaches has also evolved — from rule-based expert systems to deep learning — with many 
modern systems employing a variety of techniques and subsystems. This presentation will focus on 
contrasting what (we thought) we knew about building, deploying and using AI applications in the early 
years with what (we think) we know now.

http://www.aaai.org/Conferences/AAAI/2016/aaai16speakers.php#Smith



First of all, let me say what a privilege it is to receive an award that honors Bob Engelmore’s
extraordinary service to AAAI and his contributions to applied AI.

Bob was a friend I first met as a Ph.D. student at Stanford, where he was Executive Director of the 
Heuristic Programming Project.

I hope these photos stir your memories as they do mine.  

In the upper left, we see Bob with Penny Nii and Ed Feigenbaum.  Some of you will remember that 
Bob and Ed were roommates at Carnegie Tech. 

In the lower left are members of the 2000 IAAI program committee, in Austin: Neil Jacobstein, Ted 
Senator, Ramasamy Uthurusamy, Bob, Haym Hirsh and me.

In the lower right are Bob and Bruce Buchanan on one of their hiking adventures.

My only regret is that I could not find any photos of the tennis matches with Bob and Bruce ... Who 
could forget this line from Bob: “Too fast, Dave, take two."



Today, I intend to tell you a story of the evolution of AI applications over a quarter century.  The 
heroes of the story are our favorites – us – the AI community. It is a story about human-machine 
partnerships – the rise of the Intelligent Assistant as the dominant embodiment of AI in the workplace.  
It is also a story about the revolutions that have happened all around us – the explosion in computing 
power, the Web and open-source software – and how they have changed us.

Before we begin, the slides and the text will be available on my website: reidgsmith.com.

Time constraints have forced me to remove some of my favorite elements, but the follow-on AI 
Magazine article will incorporate them, as well as your comments, suggestions and corrections.  So 
please don’t be shy about sending them.

To cut to the chase,

What I want you to remember from the story is this:  for AI to benefit humankind it has to be 
deployed; for successful deployment we have learned that good AI ideas have to be integrated 
into the human context of actual use and into the IT context of organizations.  



Like the AAAI itself, IAAI was the brainchild of Raj Reddy.  It has been my privilege to be a Program 
Committee member for every conference. 

Howie Shrobe summarized the context: “... the emergence of scientific achievements had triggered 
opportunities to tackle new problems ... The point of the conference was to exchange information 
about what really works and what the real problems are.  The goal was to lead to better technology, to 
find and remedy current deficiencies, and to solve real problems.”



The program chair, Herb Schorr, wrote in his introduction to the proceedings: 



Expert Systems: “Nearly all [applications] are expert systems because it is in this form that AI is most 
rapidly coming into widespread use.”



Robotics: “no robot software system for complex tasks is commercially available ... robots seem to be 
stuck with their early applications and have made small commercial progress in the last few years.



Neural networks: “we know of no neural networks in practical day-to-day use ... while this technology 
appears to possess vast potential ... we leave it for this book's successor to cover such applications.”



Natural language processing: “has been constrained historically by limitations of computational power, 
but the fantastic progression of computational cost/performance has eliminated this bottleneck. ... 
[But] today's applications ... are very limited and very few low-level natural language functions are 
being deployed.”



Let’s fast forward to 2016. 



Today, there are so many companies working on AI that those of you beyond the first row will struggle 
to read the logos on this colorful chart from Shivon Zilis.  Big and small players are putting a 
tremendous amount of money into AI technology.

She also makes an observation that is relevant to our discussion today:  “startups [are] shifting away 
from building broad technology platforms to focusing on solving specific business problems.”



The world of AI apps is very different as well.  In the early days, AI was viewed with suspicion in 
industry as the latest hype.  Today, AI apps are all around us.  Indeed, AI and machine learning are 
expected in almost every app. 

This rather busy slide shows a few of the better known apps and technologies, many of which have 
been presented at AAAI or IAAI conferences over the years.

Of course not all are recognized as AI apps – the AI has disappeared into the fabric.  Modern search 
engines are a good example of this phenomenon.

Note how many of the apps are Intelligent Assistants.



A little extra on Siri, from Adam Cheyer’s invited talk in 2014.

Siri was introduced with the iPhone 4S in October of 2011.  Headlines like this followed: “Siri provides 
1 day return on investment as Apple nets $200 million day 1 of 4S launch.”

I have a two-year old grandson.  Because the iPhone button does not require much force to press and 
hold, he discovered Siri over a year ago.  In the world of this child, he has always been able to talk 
with a machine and has always had an Intelligent Assistant.



Next, let’s look at distributions and trends from IAAI conferences.



At the outset, IAAI included only applications that had been deployed; that is, for which there was 
experience based on use in the workplace, and for which payoff could be estimated.

In 1997, an emerging applications track was added to "bridge the gap" between research and 
applications.  

This slide shows data from deployed applications only – 316 of them.  We see the top 15 of a long tail 
of more than 100 domains that have been covered in IAAI.  The chart excludes Information 
Technology apps; that is, AI applied to our own business, which would otherwise be number one.

A word about the analysis.  It comes from i2k Connect.  Our platform is an Intelligent Assistant that 
reads documents and automatically tags them with accurate and consistent metadata, guided and 
enriched by subject matter expertise.  i2k Connect was founded by Bruce Buchanan and me.  The 
other key members from the AI community are Eric Schoen and Joshua Eckroth.



This slide shows the top 15 of a long tail of 85 AI technologies that have been incorporated into 
deployed apps.

A couple of things to note:

First, the Intelligent Assistant is the most common embodiment of the technologies in AI apps.

Second, it is interesting to note which technologies that haven’t shown up as much at IAAI, like 
speech understanding and robots.  They do show up, just not in the top 15.

Four technologies are applied in the 2016 Deployed Papers: Spatial Reasoning, Crowdsourcing, 
Machine Learning and Ontologies.



Here we see how the technology mix has evolved over the years.  The slide includes data from all 
applications – deployed and emerging.

With the emerging apps included, the top five technologies are – start at the bottom: Expert Systems 
(yellow), Machine Learning (blue), Agents (green), Natural Language (darker blue) and Statistical 
Learning (rust).

You can see how dominant Expert Systems were in the early days.  No surprise there.  But note the 
absence of Machine Learning in 1989.  

You may also be surprised by how diverse the mix has become over the history of the conference.  

It is not the case that Expert Systems died.  Rather, after a few years, they became more standard 
practice than innovation.  They disappeared into the fabric, now applied everywhere, from the high-
end emulation of rare human experts, to the embedding and application of rulebooks and procedure 
manuals.

Notes: There have been two papers on Deep Learning, one in 2015 and one in 2016, neither 
deployed.



Now we have the data – a summary of our heroes’ accomplishments.  But every hero story must have 
challenges, obstacles and setbacks.

And so it is time to dive into what (we thought) we knew early on and what we have learned as the 
story of developing, implementing and upgrading apps has unfolded.  Along the way, I will highlight a 
few high-impact applications – some that opened up a new area.  

Because I have selected high-impact applications and it takes time to establish whether an application 
has had high impact, the examples may look a bit dated. Note, however, that in several cases, a 
recent update has been presented at IAAI.

Another hint: Intelligent Assistants play a big part what is to come.



By 1989, thanks to the pioneering efforts of Ed Feigenbaum, Bruce Buchanan and many others, we 
knew that “the power is in the knowledge”; that is, domain-specific knowledge (chemistry, medicine, 
...) and task-specific knowledge (turbine maintenance, plant scheduling).  We understood that specific 
knowledge is more important for high performance than general problem-solving approaches.  

So ... job done, right?!  Just build the knowledge bases and away we go.

But ... And there is always a “but” ... Manual knowledge acquisition is hard and takes a long time.  
Indeed, it is the number one obstacle in the history of AI apps – the well known knowledge-acquisition 
bottleneck.

And ... worse yet, ongoing knowledge base maintenance and curation are essential.  Why? 
Knowledge is perishable -- everything changes over the lifetime of an app: the domain evolves, new 
use cases arise, new experts arrive with different knowledge, the technology advances, and so on.

So, with manual knowledge acquisition, you need an army of people to keep the knowledge base up 
to date; and therefore, you need a lot of revenue and users to support that effort.

As a result, many systems fall by the wayside, even if they were excellent at one time.  Take the case 
of INTERNIST and CADUCEUS, the work of Harry Pople, Randy Miller and Jack Myers.  At one time, 
perhaps the most knowledge-intensive systems in existence: 500,000 pieces of internal medicine 
knowledge.  It could diagnose 1,000 diseases and performed beyond what people could do at the 
time.  But efforts to commercialize it failed, and without a revenue stream, it could not be maintained 
and is no longer in use.



With that in mind, let’s take note of PDS, the Process Diagnosis System.  It has been in active use 
and continuous development since 1985. 1985! It started with a presentation by Mark Fox at GE.  
Over the 30 year period, GE sold the business to Siemens, where it is now at the heart of their Power 
Diagnostics® Center that performs centralized rule based monitoring of over 1,200 gas turbines, 
steam turbines, and generators.

Ed Thompson and Ben Bassford celebrated the 30th anniversary with us when they presented an 
update at the 2015 IAAI in Austin.

Knowing the challenges that must be overcome for any application to see the light of day in industry, I 
have utmost respect for the PDS team.



What did our AI apps heroes learn next?  Another But!  You must have the machinery to represent 
and deliver the knowledge.

The pioneers taught us that selecting the right representation has a big impact – matching the 
representation to the domain and task characteristics.  Here are some of the reasons.

John McCarthy and his colleagues taught us about epistemological adequacy – you can’t reason 
about what you can’t represent. 

Every programmer – numeric or symbolic – knows that selecting the right representation can have an 
enormous impact on efficiency.

The other day, Ted Senator reminded me of the impact of representation on the next three items.

Flexibility: If you make a good representation choice, you may be able to use your app to address 
problems you didn’t anticipate at the outset.

Maintainability: It is very useful for subject matter experts to be able to maintain the knowledge base 
without the need to reach out to AI geeks.  Another McCarthy lesson – declarative representations are 
more learnable and maintainable than procedural ones.

Explainability: And finally, remember the Intelligent Assistant theme.  An assistant is expected to be 
able to explain the reasoning – to a variety of people – end users, subject matter experts, system 
developers and the management.  Why the management?  Well, the knowledge base represents the 
decision criteria of the company.  It is called a “knowledge asset” by knowledge management 



practitioners. Therefore management must own it and be able to defend it. 

Lately, there has been some discussion in the press about “algorithmic accountability” and 
several companies are pursuing explanation as a differentiator (e.g., Watson Paths and the 
Narrative Science extension for the Qlik visual analytics tool).

The pioneers also taught us that it is a good idea to separate the knowledge base and the 
inference engine.  Why?  It is easier to change, update, debug, and explain.

These two points – representation and delivery – sparked a tremendous amount of work on 
Expert System shells (like M1, S1, ART and CLIPS), knowledge representation languages 
(like KL-ONE and OWL), and ontology editors (like Protégé).



The two systems shown here illustrate these points. 

Two more Intelligent Assistants!  The work of Ted Senator and his colleagues.

FAIS links and evaluates reports of large cash transactions to identify potential money laundering. 

To give you an idea of the money involved, the diagram on the right is from fincen.gov, October 2015.  
The total reported transaction amount is approximately $28B.

The key idea for FAIS is connecting the dots ... so a representation that supports the link diagrams 
now commonplace in social network analysis is a good choice.

ADS monitors trades and quotations in the Nasdaq Stock Market, to identify suspicious patterns and 
practices.  In this app, temporal sequences are key – not so much links as in FAIS – so a 
representation that supports them is a good choice.

And speaking to flexibility, the right representation choice in FAIS enabled a reporting app based on 
the original detection system.  This was an unanticipated bonus.



Our heroes also learned that successful AI applications incorporate a wide range of techniques and 
strategies, embodying rules, objects, ontologies, statistics and signal processing to name a few.

Self-driving cars are an obvious example. 

Their capabilities include – modeling, simulation, sensing, motion planning, object recognition, 
obstacle avoidance, machine learning, flexibility, error recovery, and so on.



Oh oh ... Another “but”. Our heroes learned that success depends on integrating into existing 
workflows – the human context of actual use.  It is rare to completely replace an existing workflow.

This means that the AI components must play nicely with the other tools that people use. The AI is a 
piece of the puzzle, and sometimes not a very big piece of the total effort.

And at the outset, the business and technical infrastructure barriers were large.  On top of that, AI 
exploitation required boutique hardware and software, as well as scarce developers. 

And we learned how important it is to play nicely with people – easy to use, able to explain the 
reasoning, and actually solving a problem they have – regardless of whatever our favorite AI tool 
might be.  

Put another way, the human interface is the “license to operate”.  Unless you get that part right, 
people may not ever see the AI power under the hood.  They will have already walked away.

Working in the real world is messy.  The data are messy, the IT systems you have to integrate with 
are messy, and the people are messy.  

And once again, but not for the last time, most AI systems play the role of the Intelligent Assistant in a 
human-machine partnership.

In the real world of applications, there is no dichotomy between Artificial Intelligence and Intelligence 
Augmentation or Amplification.  They are two ends of a spectrum that meet in most applications.  The 
successful systems enable people do what people do best and use computers to do what computers 



do best.  

An example from the early days was “the miracle of the Dendral algorithm”.  It was devised 
by Nobel Prize winner Joshua Lederberg for exhaustive and non-redundant enumeration of 
the large space of molecular structures that obey structural constraints.  It was the legal 
move generator for the hypothesis space of chemical structures and the heart of the Plan-
Generate-Test paradigm.



Work on the Dipmeter Advisor started at Schlumberger in the early 80’s, based on the knowledge of 
the legendary oil finder, Al Gilreath (shown in the lower right).  Also shown here is Dave Hammock (in 
the white shirt), who made important contributions to building, applying and selling the technology to 
clients. 

The Dipmeter Advisor demonstrated the challenges of infrastructure (e.g., getting the data from the 
field systems was a bigger problem than I anticipated); and technology transfer (boutique hardware –
D-Machines – and software – Interlisp-D – were major stumbling blocks – but without them we would 
have had no system at all).

As in many systems, the amount of effort that had to be devoted to the non-AI components was 
dominant.  For the Dipmeter Advisor, the user interface accounted for almost half the code.  The rule 
engine and knowledge base accounted for 30%.

(The whole story: Inference Engine: 8%; Knowledge Base: 22%; Feature Detection: 13%; User 
Interface: 42%; Support Environment: 15%).

Of course lines of code don’t necessarily tell the whole story, but the numbers are consistent with the 
development effort expended.  A lot of my time went into the interactive graphics system – and for 
some clients, that was the most important element – not the AI.



As the systems built by our heroes started to play in the center ring, so to speak, risk mitigation, 
project management and budgetary control became more important.  The systems were no longer in a 
“research” or “proof of concept” phase.  In other words, standard IT rules apply.

Many AI practitioners have made these points in the context of AI applications in particular.  But “AI” is 
a variable in the phrase “AI applications”.  It can be replaced by any information technology and the 
rules still hold.

Select problems with a sound business case – don’t waste your time and money.

Focus on customer over technology – our heroes made a major mind shift from the early days in this 
regard.

Management, end-user and IT support and participation are essential – you won’t get budget approval 
without management support and you won’t succeed without all of these elements.

Address security, resource demand, installation, maintenance, ... Security and privacy have become 
increasingly crucial over time.

Build in Testability.  This is especially important, given the amount of KB maintenance that will be 
done over time.

And as I noted previously, ease of use is the “license to operate”. But it isn’t enough by itself.

Performance matters: speed, accuracy and scalability – and research speed and accuracy standards 



are not always as rigorous as industry or consumer expectations.  To get good numbers, you 
have to deal with all of those messy special cases.

Change management is unavoidable – The amount required is inversely proportional to the 
power of the new technology and the amount of change required to adopt it. As Mehmet 
Goker puts it: “Applications with a small and flexible core that solve a real world problem 
have the biggest impact and are the easiest to put into the workplace.”



Here are two Intelligent Assistants that played in center ring from the get-go. Both have been 
presented twice at IAAI – covering initial deployment and a 10 year update.

The first app is integrated into Ford’s Manufacturing Process Planning System.  The app has a natural 
language component, one of the few from the early days.  The big payoff is automatic generation of 
work instructions for vehicle assembly, with associated times.  

The second app enables the Hong Kong rail network to move 5M passengers a day through the city’s 
rapid transit subway, airport express and commuter rail lines. The system must interact well with staff 
members and be able to explain the schedules it creates.  As a result, over time the team veered 
away from Genetic Algorithms towards Heuristic Search.

Thanks to Nestor Rychtyckyj and Andy Chun for sharing their experiences.  These two are among the 
IAAI deployed apps champions.



It is time to summarize what (we think) we know now about building AI apps.  But to put the changes 
in perspective, it is mandatory to start by addressing the revolutions we have seen over a quarter 
century.



I am not telling you anything you don’t already know, but I do think it is important to remind ourselves 
that the key influencers have come from outside our AI world.

First, the ongoing computing revolution:  From 1989, this has improved performance by a factor of 
10,000! (1,000 in single thread performance x 10 cores per processor)

And another factor of 128 or so to cover the increase in memory size (128KB to 16GB).

And another factor of 50,000 or so to cover the increase in disk size. (40MB to 2TB).

And then there is the performance of today’s massively parallel GPU’s: 6TF and beyond in a card!

Add to this the fact that many apps no longer need to run on boutique hardware.

And the Web revolution, starting from almost no content in February of 1993, when the Mosaic 
browser was released at NCSA, to 5B indexed pages as of today.  This has made crowdsourced data 
of all sorts available for training and mining (structured, unstructured, labeled, and unlabeled).

And then another human revolution: open-source libraries, available on the Internet for almost any 
computation you can imagine.  

Drawing from Francis Bacon and Bob Metcalfe in my knowledge management days, I used the 
equation: power = knowledgeshared – the power of knowledge goes up exponentially with how broadly 
it is shared.  I believe it today even more than I did then.

When I look back, I am amazed that the pioneers were able to field apps at all in the early days, given 



how little computing power and storage were available to them – and no Web!  

And we are today witnessing the leading edge of another revolution – the Cloud!  You can 
now bring to bear as much computation, storage, and network infrastructure as you need.  It 
is no longer an IT infrastructure obstacle.  It is (only!) a monetary issue.

I spent enough time as a research director to remember one recurring phrase from time spent 
with scientists in the lab: “but wait, there’s more” ...  And once again there is more.

Building on the revolutions in computing and the Web, the research community – AI and 
beyond – developed new machine learning algorithms that are now practical for many 
problems.  It changes everything when you have billions of examples and the power to 
process them.

When I say “the research community – AI and beyond”, I include a large community of 
engineers.  Let me single out Bernie Widrow at Stanford as an exemplar.  He is a EE 
professor who has done a great deal of machine learning work.  He also holds a special 
place in my heart because he was instrumental in enabling two Stanford EE students – Tom 
Mitchell and me – to do our research at the Heuristic Programming Project in the CS 
department.

Add to this list the tremendous progress made in Robotics and Natural Language; two areas 
that were not yet mature enough for many AI applications in 1989.

Finally, the success of high-profile AI systems such as Watson and Siri means that almost 
everybody knows that AI can work in the real world.  This has lowered the barriers to entry for 
AI applications in industry.



Now that our heroes have accumulated a quarter century of AI apps experience, overcome many 
obstacles and lived through several revolutions, how has the generally accepted knowledge changed?

First of all, one thing has not changed.  It is still very hard to build and maintain large knowledge 
bases by hand.  The manual knowledge-acquisition bottleneck is firmly in place.

But now armed with billions of crowdsourced examples from the Web, we have learned that data-
driven, statistical methods are “unreasonably effective” in several domains.  The statistics bring the 
ability to deal with noise and to cover problems where humans either have difficulty explaining how 
they do it, or where they don’t do it very well in the first place.

The bottom line is that machine learning is a way around the Knowledge Acquisition bottleneck in a 
surprisingly broad number of domains.  

But ... Howie Shrobe made an observation that rings true for me. “... when you look closer at 
successful statistical approaches, a lot of the success is in the choice of features to attend to or other 
similar ways of conveying human insight to the technique ...”

Remember also that we don’t have billions of examples for every problem.



We are almost at the end of the story that has been written to date.

As promised, here are a few points on what I think is likely to happen next – not in the long term – I’m 
no visionary – but over the next few years.

First, the revolutions will continue all around us, in computers and data, as well as sensing.

So it follows that apps will continue to get more powerful and knowledgeable.  They will cover a 
broader array of domains and tasks.

It also follows that apps will be increasingly data-driven, guided by human knowledge.  And they will 
have a lot more data available, as the Internet of Things takes off.

Finally, Intelligent Assistants will be even more proficient at improving quality of life. The partnership 
between human and machine is going to be stronger and closer.

How will they improve quality of life?  Jobs are more satisfying when we are able to focus on the “real” 
work.  Intelligent Assistants will deal with the clutter of low-level tasks, or tasks that require extended 
concentration, consistency, scale, and so on.

In my little world of i2k Connect, there are big opportunities with unstructured data.  It will no longer be 
lost in the cloud – whether the corporate cloud or the Internet cloud.  We will have the tools to find it 
and unlock its connections.  We will also have the tools to extract the essential information from the 
cluttered real-time streams that overwhelm us today.



Finally, a few thoughts on what we can all do to be heroes going forward.

To quote Neil Jacobstein, “AI expands the range of the possible.”  So keep doing it! 

Develop the new ideas that will take Intelligent Assistants and other AI apps from the S-curve we are 
riding now to the next S-curve.  I don’t know what will be the dominant technology of that next S-curve, 
but I do look forward to finding out.

And finally, what I asked you to remember at the outset:  for AI to benefit humankind it has to 
be deployed; for successful deployment, good AI ideas have to be integrated into the human 
context of actual use and into the IT context of organizations.  



I have only one thing left to do.  This presentation is based on the ideas of many people.  In the main, 
I have acted as a reporter.

Here they are.



And special thanks are due these people.

Thank you very much for your attention ... and your accomplishments!














